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(Just enough) Comp-Meck



Hidden Markov model (HMM) :

A HMM consists of :

"Think"
* A set X me vocabulary of emissions

* A collection of transition matrices (TeX
"Think" dynamic that

determines
uns emissions &

hidden statewhere Tij
?

= P(X= x
, Sj = Sj)Si =si) transitions

Fix an initia dist
.

over hidden states (PCS: 1) : the prob ofobs . W = WI Wz ... Wh is :

P(w) = 2 P(si(P(m , Sj1s: ) P(wz
, Salsj) ... P(wn

, SelSy)
isj ....,

z

= (m)T(wi)+(2)
... + (n)(7) where (M1 = [P(sil ... P(Sisi)]

- 17)

TIw(

=

( : ]



Example:x= 50
,

13
O

T"= [0I
What information about the past is relevant to predict the future ?
Consider conditional probabilities :

P(W()(w(p) =

P(W(Pw(f)
=
(4)+

(W(P1) + (W(f)(1)

P(W(P)) (1)+ (W(p1)/1)

The predictive reafor (m(W(p)/CT is relevant to all future predictions :

P(WHY(W(p1) = <+(wp, + (W(f)(7)



Observation 1 : (Shai et all

The predictive rector of the HMM is often linearly decodable

from the activations of a neural network trained on data

from the HMM.

Observation 2:

Transformers (& other NNs) produce probabilities by passing logits

through an "intense" non- linearity-the softmax function :

(Boltzmann dist
. )

P(m)=
Question :

Can we develop a notion of a HMM for logits that admits

an analogue of predictive rectors ?



Energy-based hidden Markov model (EHMM) :

A EHMM consists of :

* A set X

* A collection of transition matrices (HeX

* An initial rector<M) & a final rector 143

H
(Wis H (W2 )

...
H(WNS

-

such that (41H14) EIR
, for all WEXX & NEX

We can then associate these matrix elements with logits (energies)

z(w) = (11) m P(n)=



What information about the past is relevant to predict the future ?
Consider"conditional logits" i.. e. z(wHw()) such that :

z(w(f)(w(b))
P(w()(w(p) = e

ez(w()(w())
Laim : =(w(t)(w(p)) = z(W(PWH1) (proof is easy)

Expressing conditional logits in terms of EHMM objects :

= (w(H)(w(pl)= (W(Pw()) = <MIH(w)/6)

The predictive rector (m(W) = <M/H(W) is relevant to all future predictions :

z (W((w(p1) = <r(WpH(W(f)(7)



Summary :

Process Output Predictive rector

HMM P(w) = (y)+(117) <M(w(p) =
(y) +

(w(P)

(2) + (W(p1)/1)

EHMM z(w) =</(7) <M = <M/H(W)

Questions :

* Do neural networks represent the predictive rector of the EHMM ?

* Do neural networks prefer the predictive rector of the HMM

over the EHMM When given the chance ?



Modular addition

a + b = c modp



Cyclic group ((p) :

The group Cp is generated byr subject to :

UP = id

E.
g. rath = r

< #) c= a +bmodp.

A (praction describes the action of Cp on a set :

x : Sx(p -> S

That respects the group structure
i
..e.

a (m
,

ra
+b) = x(x(v,

rt
,
r3)

.



Consider two (practions : Chughtaietal)20
...00h

(p - 1)
th

1) Spx(p-Sp , Sp = Eleillio,...., p- 13

on the vertices of a (p-1-simplex Sp . Inducing :

Ie
: Cp-Matpyp (20,

13)
, e)=

[cos(wi) sin (wij]
↑

2) UpxCp -> Up, VE/i= 0, 1
, ..., p- 13

on the vertices of a p-gon Up . Inducing :

ea
: Cp -> Matexz(IR) , e(r) =sinI



Random - Random Mod p (RRModp) :

Vocabulary : X= 50 ,
1, . . .. p- 13

Hidden states : S= Es."Es:

"

, ..., Sp VEs., ... Sp3

Intuitively, the RRModp HMM is given by :

6) Process initialised in state sol)

1) sample a from 1 & transition s.Isa

(2)2) Sample b from 1 & transition Sa" eSarkmodp

3) Transition Sainmoop-so" where c = a+b mod p



Examples: p = 4

IIall "y "
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③



Formally, the RRModp HMM is defined :

x =E0
,

1
, .... p-B ,Th(4) = [108] I

Probabilities :

P(a) = (y) +
(a)

+) = 200][cealer
P(ab) = (y) +

(a)
+b)(7) =

102bleatup1 ! 7
= Y

P(abc) = (y) +
(a)

+
b)

+'j = Epleatmodpled20)=



Predictive rectors of RRModp :

Recall the HMM predictive rector : cn=MT
Reusing parts of previous calculations

:

alm[ <M/ c = a +bmodip

undefined ,
also

Projecting out the zero entries
,
the set ofpredictive

rectors is given by :

10 ... 010 ... 07 vertices of a

↑ oth ith (p - 1)
th

~ Cp-1)-simplex

Sp = Elei)(i= 0
,

1
, ..., p- 13



Soft Random-Random Mod p (sRRModp) :

Vocabulary : X= 50 ,
1, . . .. p- 13

Vectors : < = [Cos(i) sin(il]
Intuitively, theSRRModpEHMM is given by :

6) Process initialised in rector (m1 = [18 &]

1) sample a from & transition (4)

2) sample b from & transition sel Cin

3) Transition <Nil- <41 argmax P(* (ab) = c

where c = a+b mod p



Fix a tuple of frequencies W = (W .,
W

-,
. .

.
, Wn) where

wit [ 1 ,
2, . . .

,
LE65 ·

Formally, the SRRModpEHMM is defined :

x = 50 ,
1, .... p - 13

,
Recall :

N

H (i)
=

· (will <(1= [0s(k) sin()]O [1

I↳ C(r)=sin
N

j = 1

(4) = 2100] ,
14 =

[



Logits :

z (a) = ((H)(() = [00)(b) = 0

-

z(ab) = (1H()H() = [02(b) = 0

z(abc) = (y)H(a)(b)H"14)

=

[ 0)=PatI ↳ [Nanda et al
. ]

-

When c = a +b modp cosines constructively
logits

interfere & zCabe) is large.

When cEa+b modp cosines destructively
interfere & ZCabc) is small.



Probabilities :

We have PINI=Elu s
and

z(a) = z(ab) = 0

,
z(abc)=sal

So P(al = - ,
Plab)= anch

Plab=
a , ba





Predictive rectors ofsRRModp :

Recall the EHMM predictive rector :(m(=<M1HCW

Reusing parts of previous calculations
:

(y() = (y(H() = [0wO]
(y(ab)) = (y)H()H4)= [001]

(y(abc)) = (y)H()Hb)H" =[Ci

Projecting out the zero entries
,
the set ofpredictive

rectors is given by :

(cos(i) sin(i)) vertices of a

↑ No p-gou

VE((i= 0
,

1, . . ., p- 13



Summary :

Process Output Predictive rectors

RRModp P(w) = <MIT17) (p-1) - simplex

sRRModpz(w) =<MIt*(7) p-gon

What do models represent ?



Results



Recipe :

1) Train a one-layer one-head transformer to

"grok" modular addition

2) Fit the logits of the transformer to :

N

2 cos(wi(a+b)
i = /

to determine W = (Wi , We, .
.

., wa) of SRRModp

3) Analyse model activations with :

* linear regression

* PCA



Find frequencies :[Nanda et al
.]



·



These results seem like toy versions of the
[Kantamnemi et al.] results :



Bonus !

· - · actually
represents more

forrier components
see [Yip et al .] for

details





Outlook





Questions :

* What if we don't initialise in a synchronised
state ?

* If we directly train models to predict
EHMM processes,

are the predictive rectors

decodable from activations ?

* Is there a EHMM corresponding to familiar
HMMs ,

e .g., is there an EHMM for
Mess3 ?



thanksfor

-Listening!


